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1 Best Practices

Best Practices

This document summarizes Application Performance Management (APM) best
practices and provides solutions and operation guide to help you easily use APM.

Table 1-1 APM best practices

Best Practice

Description

Locating the Causes
of Request Errors

Sudden request increases or load changes may easily
cause application performance problems. APM has
powerful analysis tools for cloud application
diagnosis. It displays application statuses, call
processes, and user operations through topologies
and tracing, so that you can quickly locate and resolve
faults and performance bottlenecks.

Searching for Span
Information

In the distributed architecture, the calls between
microservices are complex. If it takes much time to
respond to external requests or some requests
become abnormal, you can specify a trace ID or set
other criteria on the Tracing page to check trace
details.

Connecting to APM

Connecting On-premises Services to APM

You cannot connect on-premises services to APM
using Direct Connect. However, you can do that using
a proxy.

Connecting to APM Through a Public Network
Connect to APM through a public network.

Connecting IDE to APM
Connect IDE to APM.

Associating Traces
with Logs

Associate trace IDs with logs in Log Tank Service
(LTS). If a fault occurs, you can quickly find out the
logs based on the associated trace IDs for
troubleshooting.
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Best Practice Description
Embedding APM APM pages can be embedded into a self-built system.
Pages into a Self-built | Specifically, create a custom identity broker through
System the federation proxy mechanism of Identity and

Access Management (IAM) and embed a login link

into your self-built system. You can then check APM
pages on your system without the need to log in to
Huawei Cloud.

Encrypting AK/SK for | Encrypt the AK/SK when deploying an APM Agent on
Deploying an APM CCE.

Agent in a CCE
Container

Suggestions on APM This document provides guidance for enhancing the
Security Configuration | overall security of APM. You can continuously
evaluate the security of APM and combine different
security capabilities provided by APM.
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Locating the Causes of Request Errors

Background

When the number of external requests increases sharply or the load changes
abruptly, application performance problems occur frequently, for example,
requests cannot be quickly responded or properly handled. Quickly identifying,
locating, and handling these problems are required in routine inspection.

APM has powerful analysis tools for cloud application diagnosis. It displays
application statuses, call processes, and user operations through topologies and
tracing, so that you can quickly locate and resolve faults and performance
bottlenecks.

For example, you can view the call relationships between services and quickly
locate abnormal instances through topologies. You can also drill down to services
and determine root causes based on method tracing.

Applicable Scenarios

e Routine inspection, covering application metrics such as latency, throughput,
and number of errors

e  Quick locating of error calls

Procedure

Step 1 Log in to the APM console.

Step 2 In the navigation pane, choose Application Monitoring > Metrics.

Step 3 Click the URL tab. On the page that is displayed, check metrics such as the
number of calls, number of errors, and latency.

Figure 2-1 Going to the URL page
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Step 4 Click the abnormal URL to go to the tracing page.

Figure 2-2 URL details

Interface-based Summary ~ Status Code Summary  Cluster-based summary ~ Overview

Interface-based Summary - Last Data Time 2022-01-07 10:16:35

url method Number of L. Average .. umberof. Maximu.  SlowestL. Oms-10ms  10ms-10.  100ms-5.  500ms-1s 15-10s 10s-n
POST 14 12827136 14 4 128332 0 0 0 0 0 14
POST 14 12726521 14 4 127354 0 0 0 0 0 14

Step 5 Locate error or slow traces.

Figure 2-3 Viewing traces

Tracing @ O ast20minutes v | (C|| el BUserGuide
Search Criteria Clear © 18 records n 2
Sucessul Request | Faled Request  Response Time & Generated 1=
Busiess cefault (efault)

POST /userhaldate © 500 12768 ms

>
Region o
pplicatin | vmalluserservice 5 BOST fuserpalicate © s; 127281 ms

5 POST Aserpalidate © 500 127230ms

Instance apm-demo(192.1680222) ¥

> POST herpalidate 0 s | 27 ms

URL Rest URL

Envionment  default N I

5 BOST juserpalidate © 0 12781 ms

batsacn @ @

Jusenpalidate

I> BOST userhalidate © 500 127310ms

GllMethod  POST

Step 6 Click the corresponding URL to obtain the trace details and determine the root
cause.

Figure 2-4 Trace details

CBk TaeD  @ensIERE Dustion 177228ms  Applcalions 3

(27219127212 POST) e

[rimomm]  [imem] [

Action Resporse Time 0 ms 12228 ms Application AiTpe  Callpa Moen

vmalpoditse.  Torat B

mallprodictse.  pe. B
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Searching for Span Information

Background
In the distributed architecture, the calls between microservices are complex. If it
takes much time to respond to external requests or some requests become
abnormal, you can specify a trace ID or set other criteria on the Tracing page to
check trace details.

Procedure

Step 1 Log in to the APM console.
Step 2 In the navigation pane, choose Application Monitoring > Tracing.

Step 3 Enter the following search criteria and click Search Trace.

Figure 3-1 Tracing search result

Search Criteria

‘‘‘‘‘‘‘

Table 3-1 Search criteria of traces
Search Description Mandatory
Criterion
Application Application to which the trace belongs. Yes
Region Region where the trace is located. Yes
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other search criteria become invalid and the
search will be performed based on the trace
ID you specify.

Search Description Mandatory
Criterion
Component Component to which the trace belongs. No
Environment Environment to which the trace belongs. No
Instance Instance to which the trace belongs. No
URL Trace URL, which can be a REST or real URL. | No
A REST URL contains a variable name, for
example, fapm/get/{id}. A real URL
indicates an actual URL.
Exact Search Whether to perform exact match on URLs. If | No
this option is selected, exact match is
performed. If this option is not selected,
fuzzy match is performed.
Call Method HTTP method of the trace. No
Status Code HTTP status code returned by the trace. No
Response Time | Response time range of the trace. You can No
specify the minimum and maximum
response time to search for traces or leave
them empty.
Exception or Whether to filter the traces that are No
Not regarded as exceptions.
Trace ID ID of a trace. If you specify this parameter, No

Step 4 Click Other search criteria. Custom Parameter, Global Trace ID, and
Application Code are displayed.

Issue 01 (2025-03-28)
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Figure 3-2 Other search criteria

Search Criteria Clear
Application 1 . ) v
Region e I v
URL Rest URL v
Exact Search @

Reszponze Time ms - ms
Exception or All -
Not

Trace ID @
Custom

Parameter

Global Trace ID

Application
Code

Table 3-2 Search criteria of traces

Search Description Mandatory
Criterion

Custom If you have configured Key for Header No
Parameter Value Interception, Key for Parameter

Value Interception, and Key for Cookie
Value Interception for URL monitoring, you
can set key=value to search.

Global Trace ID | Global ID of a trace. If you specify this No
parameter, other search criteria become
invalid and the search will be performed
based on the trace ID you specify.

Application If you have configured Service Code No
Code Length, Key for Service Code Interception,
and Normal Service Code, corresponding
application codes will be collected. You can
search information based on the application
codes.
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e Custom Parameter
Usage Instructions

a. Configure Key for Header Value Interception, Key for Parameter Value
Interception, and Key for Cookie Value Interception for URL
monitoring. For details, see Configuring the URL Monitoring Item.

b. In the Custom Parameter text box, set the parameters and values.
c. Click Search Trace. The results are displayed on the right.

Figure 3-3 Results of querying traces based on the custom parameters

Tracing @

Search Criteria

20 | 11ms
20 13ms
20 12ms

20 11ms

e Global Trace ID
Usage Instructions

a. Click # next to the target trace to view the global trace ID.

Figure 3-4 Obtaining the global trace ID

b. In the Global Trace ID text box, enter the global trace ID.
c. Click Search Trace. The results are displayed on the right.

Figure 3-5 Results of querying traces based on the global trace ID

...........
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e Application Code
Usage Instructions

a. Configure Service Code Length, Key for Service Code Interception, and
Normal Service Code for URL monitoring. For details, see Configuring
the URL Monitoring Item.

Figure 3-6 URL monitoring

Modify Url Monitoring Configuration " X
URL Collection Confi Match Mode (Startwith, Endwith, I...  Match Expression Normalized URL Operation
@ Add
Slow Request Thresh...  URL RT Threshold Operation
@ Add
Blocklist Configuration Match Mode (Startwith, Endwith, Include, orReg...  Match Expression Operation
@ Add
Service Code Length [ — 0 +

Use defautt value. @

Key for Service Code. bizcode

resultcode

© Add

Normal Service Code CBC.0000

100 a

® Add
b. In the navigation pane, choose Application Monitoring > Tracing.
c. Click B to view the value of the service code, which corresponds to the

application code.

Figure 3-7 Viewing the service code

Tracing @ Aug 2. 2023 1003 GMIT=06:00 — Aug 23, 2023 10.03 GMT+08.00 @ L

View Call Parameter

nnnnnnnn

hitpMethod: 3 cops Commans

d. In the Application Code text box, enter the application code.
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Figure 3-8 Searching for the traces corresponding to the code

Tracing ® A0 2 2023 1003 GHT-08.00 — Aup 23, 2023 10,0 G080 Lasaay

Search Criteria Clex (@ 28468193 records g::

e. Click Search Trace. The results are displayed on the right.

--—-End
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Connecting to APM

4.1 Connecting On-premises Services to APM

Background

You cannot connect on-premises services to APM using Direct Connect. To access
APM, configure a proxy.

Configuration Method

If the network between your host and APM is disconnected, configure a proxy.

Step 1 Configure a proxy. You need to log in to the AOM 2.0 console to configure the
proxy. For details, see Configuring a Proxy Area and Proxy.

Step 2 Configure the JavaAgent.

1.

Download the JavaAgent package to any directory of the host to be
connected to APM.

Example command:

curl -O https://xxx/apm-javaagent-x.x.x.tar

Download Agent 2.4.1: curl -k https://apm2-javaagent-Xx-XX-X.0bs.XxX-XXX-4.XXXX.XXX/
apm_agent_install2.sh -o apm_agent_install.sh && bash apm_agent_install.sh -ak {APM_AK} -sk
{APM_SK} -masteraddress https://xx.xx.xx.xx:41333 -obsaddress https://apm2-javaagent-xx-xxxx-
X.0DS.XX-XXXX-X.XXXX.XXX -version 2.4.1; history -cw; history -r

Run the tar command to decompress the JavaAgent package.
Example command:
tar -xvf apm-javaagent-x.x.x.tar

Modify the apm.config file in the JavaAgent package. Add apm.proxy to the
configuration file, as shown in the following figure.

Issue 01 (2025-03-28)
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Figure 4-1 Configuration file

“apm.config ==~

master.address=https://1 1333
access.key=ag7t. . L __.._._.83

secrebley=yRy T T TTTT T MTUITTIUNT antmscins s Simoomiminmo nmmsSiooS S osisoioismem s ms st nnghy
Iog,leve[:debug{

event.thread.count=3

apm.proxy=" B

#access.address=

app.name=helloworld

#instance.name=

#env={{env}}

#env.tag=

#decrypt.className=com '+ ==+ jemo.DecryptDemo
#decrypt.methodName=decrypt

- Agents of 2.4.1 and later support access through a proxy. Format:
apm.proxy=/p.port (Obtain jp.port from the AOM console.)

- To obtain an AK/SK, see Access Keys.
- To obtain the master.address, see Access Addresses.

Step 3 Restart the application.

1.

2.

Modify the startup script of the Java process.

Add the path of the apm-javaagent.jar package and the component name of
the Java process to the end of the Java command in the service startup script.

Example of adding -javaagent parameters:
java -javaagent:/xxx/apm-javaagent/apm-javaagent.jar=appName={appName}

Restart the application.

----End

4.2 Connecting to APM Through a Public Network

Prerequisites

Procedure

You have purchased an ECS as the jump server.
You have bound an EIP to the ECS.

You are advised to use CentOS 6.5 64bit or later images. The minimum
specifications are 1 vCPU | 1 GB and the recommended ones are 2 vCPUs | 4
GB.

You are advised to use iptables for the jump server to forward data.

Purchase an ECS as the jump server and perform the following operations:

Step 1 Log in to the ECS and modify its security group rules.

1.

On the ECS details page, click the Security Groups tab.
Click a security group name and click Modify Security Group Rule.

On the security group details page, click the Inbound Rules tab and then
click Add Rule. On the page displayed, add a security group rule by referring
to Table 4-1.

Issue 01 (2025-03-28)
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Table 4-1 Security group rule

Direction Protocol Port Description

Inbound TCP 41333,41335 JavaAgent will send
data to the jump
server through the
listed ports.

Step 2 Obtain the APM report address. For details, see Access Address (master.address).

Step 3 Log in to the jump server as the root user and run the iptables forwarding
command.

If the iptables service does not exist, run the following commands to install it:

yum install iptables-services
systemctl stop firewalld.service
systemctl disable firewalld.service
systemctl mask firewalld.service

1.

Enable data forwarding.
# Edit the file.

vim /etc/sysctl.conf

# Add the following content:
net.ipv4.ip_forward=1

# Enable data forwarding.
sysctl -p

Forward the data from the port of the local host (jump server) to the port for

reporting data to APM.

# Edit the file.

vim /etc/sysconfig/iptables

# *Add filters.

-A INPUT -p tcp -m state --state NEW -m tcp --dport 41333 -j ACCEPT

-A INPUT -p tcp -m state --state NEW -m tcp --dport 41335 -j ACCEPT

# *Add NAT rules.

-A OUTPUT -p tcp --dport 41333 -j DNAT --to-destination {/P address of the host that reports data to
APM}41333

-A PREROUTING -p tcp --dport 41333 -j DNAT --to-destination {/P address of the host that reports
data to APM}41333

-A POSTROUTING -d {/P address of the host that reports data to APM}/32 -p tcp --dport 41333 -j
SNAT --to-source {IP address of the jump server}

-A OUTPUT -p tcp --dport 41335 -j DNAT --to-destination {/P address of the host that reports data to
APM}41335

-A PREROUTING -p tcp --dport 41335 -j DNAT --to-destination {/P address of the host that reports
data to APM}41335

-A POSTROUTING -d {/P address of the host that reports data to APM}/32 -p tcp --dport 41335 -j
SNAT --to-source {IP address of the jump server}

# If the following rule exists, delete it:
-A FORWARD -j REJECT --reject-with icmp-host-prohibited

Restart iptables.

systemctl restart iptables

Check whether port forwarding is successful.
curl -kv https://{IP address of the jump server}41333
curl -kv https://{IP address of the jump server}41335

Step 4 Modify the apm.config file in the JavaAgent package.

master.address=https://{Public IP address of the jump server}41333
access.address={Public IP address of the jump server}41335

Issue 01 (2025-03-28)
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Step 5 Restart the application.

----End

4.3 Connecting IDE to APM

Prerequisite

The public network has been connected.

Procedure

Step 1 Download the APM Agent.

1. Log in to the management console.

2. Click — on the left and choose Application > Application Performance
Management.

3. In the navigation pane, choose Application Monitoring > Applications.

Figure 4-2 Connecting an application

4. On the displayed page, click Connect Application.

Figure 4-3 Connecting an application

Basic Info

* Region * Application @ Create Application

AP-Hong-Kong v default

Select Access Mode
= Access Mode

Enhanced Agent

ode-level performance analysis and riche

* Backend Language

y ]

Java

Data Access

VM Access CCE Access

© 1.Download and install JavaAgent.
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5. In the navigation pane on the left, choose System Management > Access
Keys. On the displayed page, obtain an AK and SK for the JavaAgent. For
details, see Access Keys.

6. Replace APM_AK and APM_SK in the installation command with the AK and
SK obtained from the Access Keys page.

Step 2 Run the git bash command. In the Agent directory of drive D on the local PC, run

the copied command to install JavaAgent.

Step 3 Change the values of master.address, access.address, and business in the

apm.config file.

Figure 4-4 Modifying the configuration file

master.address=https://EEES=a T ran
access.addres s=EiSitrii iy
access.key=mg9glqq5r228oswp
secret.key=8e3hkak3f3gs8fcf2k3dwy86tpgicilu
log.level=info

event.thread. count=3

#access.address=
#app.name={{app_name}}
#instance.name=

#env={{env]} }

#env.tag=

business=APM
#sub.business={{sub_business}}
#env.secret=

collect.body=true
collect.sql.result=true
collect.method.body=true
collect.httpclient.body=true
transaction.enable=true

Step 4 Click the drop-down list and choose Edit Configurations.

1. Modify the running/debugging configuration of IDE.

Issue 01 (2025-03-28) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 15
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Figure 4-5 Modifying the running/debugging configuration

ApmRumbnalysisApp - - 5 0 G -

Edit Configurations...

]
I
%
ra
5

ApmAccessipp
Apmalarmapp
ApmApiApp
ApmarchiveApp
ApmDeliverApp
ApmFrontipp
ApmMasterApp
ApmMergeApp
ApmProcessUnitApp
ApmPuTaskApp
ApmRegionfApp
ApmRumbccessApp
ApmRumdanalysisfApp
ApmSamplingApp
ApmStoreApp
ApmSwiAccessApp
ApmSwhAnalysisApp
ApmSwApiApp

M I CIX K

ApmSwStoreApp
ApmTaskipp
ApmTransferApp
ConfigWebApp
LubanopsipiApp
LubanopsGlobalApp
LubanopsOpenfpiApp
LubanopsTotalApp
LubanopsWebApp

On the Run/Debug Configurations page, choose ApmMasterApp from the
navigation pane. Add -javaagent:D:\agent\apm-javaagent\apm-

javaagent.jar=appName=apm-master to Build and run.

Figure 4-6 Modifying the configuration under "Build and run"

Run/Debug Configurations
+ - B K

¥ | Remove Configuration Alt+Delets

,\:muﬁ,m\;; Run on: | # Local machine v | Manage targets...
ApmApiApp Run configurations may be executed locally or on a target: for
ApmArchiveApp example in a Docker Container or on a remote host using SSH.
ApmDeliverApp
ApmFrontApp

ApmMasterApp

ApmMergeApp java 17 - apn-master-app

Build and run Modify options

Name: ApmMasterApp Store as project file

ApmProcessUnithpp
ApmPuTaskApp -javaagent:D:\agent\apn-javaagent\apn-javaagent. jar=appNane=apn-naster

:z::j:;::::App com.huawei.hwelovds.lubanops.apm.master. ApnMasterapp
ApmRumAnalysisApp VM options. CLI arguments to the *Java’ command. Example: -ea -Xmx2048m. Alt+V
ApmSamplingApp
ApmStorehpp Active profiles:

& ApmSwhccessApp Comma separated list of profiles

% ApmSwhnalysishpp

ZApmSwApIApp Open run/debug tool window when started Add dependencies with “provided” scope to classpath

% ApmSwStoreApp
ApmTaskApp
ApmTransferApp
ConfigWebApp
LubanopsApiApp
LubanopsGlobalapp
LubanopsOpenApiApp

*LubanopsTotalApp

Edit configuration templates...

> Kl o
Click OK.

Apply
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Step 5 Restart the service. If APM is displayed in the Application drop-down list, the
connection is successful.

--—-End
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Associating Traces with Logs

Application Scope

Common log frameworks, such as Logback and Log4,j.

Example

<property name="LOG_PATTERN" value="%d{yyyy-MM-dd HH:mm:ss.SSS}} |
gtraceid: %X{apm-gtraceid} | traceid: %X{apm-traceid} | spanid: %X{apm-
spanid}">

</property>

Trace Parameters
1. apm-traceid: unique ID of a trace collected by APM.

Figure 5-1 Unique ID of a trace

trace-id: unique ID of a trace collected by APM

aaaaaa

2. apm-gtraceid: unique ID of a trace which is not sampled.

APM has a certain sampling ratio. The apm-gtrace-id parameter is used to
uniquely identify a trace that is not sampled.

3. apm-spanid: ID of a microservice called in a trace. Example:

Issue 01 (2025-03-28) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 18
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Figure 5-2 Calls between microservices

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘
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Embedding APM Pages into a Self-built

System

Background

Prerequisite

Procedure

Step 1

APM pages can be embedded into a self-built system. Specifically, create a custom
identity broker through the federation proxy mechanism of Identity and Access
Management (IAM) and embed a login link into the customer's self-built system.
You can then check APM pages on your system without the need to log in to
Huawei Cloud.

You have created a custom identity broker and created a FederationProxyUrl. For
details, see Creating a FederationProxyUrl Using a Token.

After creating a custom identity broker, perform the following steps to embed a
page:

Change the value of console_service_url in FederationProxyUrl to the address of
a target service module.

Example of console_service_url:

Service Example URL
Module

Application | https://console.huaweicloud.com/apm2/?
Monitoring | region={regionld}&cfModuleHide=header_sidebar_floatlayer#/
- Metrics console/appindex/business/detail?leftMenuCollapsed=true

Application | https://console.huaweicloud.com/apm2/?
Monitoring | region={regionld}&cfModuleHide=header_sidebar_floatlayer#/

- Tracing console/appchain?leftMenuCollapsed=true
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Service Example URL
Module

Link Trace - | https://console.huaweicloud.com/apm2/?
Metrics region={regionld}&cfModuleHide=header_sidebar_floatlayer#/
console/trace/metric/environment/view?leftMenuCollapsed=true

Link Trace - | https://console.huaweicloud.com/apm2/?
Tracing region={regionld}&cfModuleHide=header_sidebar_floatlayer#/
console/trace/chain?leftMenuCollapsed=true

Parameter | Description

regionld Current region, which can be obtained from the address box of
the browser after you log in to a Huawei Cloud service. For
example, cn-north-4.

cfModuleHi | header_sidebar_floatlayer: Hide the header, footer, and menu
de bar of the Huawei Cloud console.

leftMenuCo | true: Hide the navigation pane on the left. false: Do not hide the
llapsed navigation pane on the left.

Step 2 Use inline frames (iframes) to embed an APM page into the self-built system.
Example:
<iframe src="${FederationProxyUrl}" ref="Frame" scrolling="auto" width="100%" height="100%"</iframe>

--—-End
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Locating Performance Problems Using
APM Profiler

Use APM Profiler (a performance profiling tool) to locate the code that consumes
excessive resources.

Prerequisites

1. An APM Agent has been connected.
2. The Profiler function has been enabled.
3. You have logged in to the APM console.

Handling High CPU Usage

Step 1 In the navigation pane, choose Application Monitoring > Metrics.

Step 2 In the tree on the left, click next to the target environment.

Step 3 Click the JVM tab. On the displayed page, select JVYMMonitor from the monitoring
item drop-down list.

Figure 7-1 Viewing JVM monitoring data

URL Excepton Cal SQL Cache  Webcomtaner  MessageQueue
Mar 25,2025 00.00 GMIT+08:00 — Mar 25,2025 17-13 GMT08:00 © Today

mmmmm

Step 4 Check the cpu(%) graph. The CPU usage remains higher than 80%.

Issue 01 (2025-03-28) Copyright © Huawei Cloud Computing Technologies Co., Ltd. 22



7 Locating Performance Problems Using APM

Application Performance Management
Profiler

Best Practices

Figure 7-2 CPU (%)

cpu(%)
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Step 5 Click the Profiler Performance Analysis tab.
Step 6 Click Performance Analysis. On the displayed page, select CPU Time for Type.

Figure 7-3 Profiler flame graph
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__audit_syscall_entry()

Ktime_get_coarse_real_s64()

syscall_trace_enter()

syscall_trace_exit()

Step 7 Analyze the flame graph data. The java.util.LinedList.node(int) method occupies
66% of the CPU, and the corresponding service code method is countPages(List).

Figure 7-4 Profiler flame graph analysis

com.huawei.performance.demo.negative.Controlier.countPa
ges(List) (66.92%, 42m375950ms) piit(

ge com.huawei.performance demo.negalive

cl Controller

Method  countPagesiList) otk
java.ubl LinkedList node(int) (66.88%, 42m36s550ms) CPU Time opt
Self  950ms(0.02% lina,

Total 42m375950ms/(65 92% 0
il

Step 8 Analyze the service code. countPages(List) traverses the position indexes of the
input parameter set list. However, when the input data is linked lists, position
index-based traversal will be inefficient.
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Figure 7-5 Code analysis

Step 9 Fix the code. Specifically, change the list traversal algorithm to "enhanced for
loop".

Figure 7-6 Fixing code

Step 10 After the optimization, repeat steps 4 and 5. The CPU usage is lower than 1%.

Figure 7-7 CPU usage after optimization

cpu(%)
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--—-End

Handling High Memory Usage

Prerequisite: The test program is started, and the heap size is set to 2g(-Xms2g -
Xmx2g).

Step 1 In the navigation pane, choose Application Monitoring > Metrics.
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Step 2
Step 3
Step 4
Step 5
Step 6

Step 7

In the tree on the left, click next to the target environment.

Click the JVM tab, select the GC monitoring item. GC events occur frequently.
Select the JVMMonitor monitoring item to check JVM monitoring data.

Click the Profiler Performance Analysis tab.

Click Performance Analysis. On the displayed page, select the Allocated Memory
instance. Locate the method with the most allocated memory based on the Self
column on the right.

Figure 7-8 Memory flame graph

Check the code. LargeEnum is an enumeration class and has defined a large
number of constants. The enumeration class method values() implements
functions through array clone. That is, each time the values() method is called, an
enumeration array will be copied at the bottom layer. As a result, heap memory is
frequently allocated and GC often occurs.

Figure 7-9 Checking the code
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Step 8 Define values as a constant to avoid frequent calling of enum.values().

Figure 7-10 Resolving the problem

Step 9 Repeat steps 3 to 6. The number of GC times decreases greatly and there is no
memory allocated to enum.values() in the flame graph.

Figure 7-11 Flame graph after optimization

Q

. — S —— :7:..m.7 bl concurrent FaloinPocEve o
T [ [

i e U L[| oo | oo |
[ sevrers sowaes sretooms | cns | [N [[ ][] oo o[
[ o e comrs omisoes | i || [ [ miomties | o |
L[] e e | sremroca|
Erraral |l ety
e | Il BN
| ErE TR

|

I [ conae
[ v e | (] R W ot
I -

----End

Handling Slow API Response

Step 1 In the navigation pane, choose Application Monitoring > Metrics.

Step 2 In the tree on the left, click next to the target environment.

Step 3 Click the URL tab. The API responses are slow. The average response time is about

80s.
Step 4 Click the Profiler Performance Analysis tab.

Step 5 Click Performance Analysis. On the displayed page, select the Latency instance
and enter the method of the API.
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Figure 7-12 Performance analysis
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Step 6 Check the call stack and find the time-consuming method. As shown in the
following figure, the executeUpdate() method in NegativeWorkService#handle

consumes the most time.

Figure 7-13 Checking the call stack

Latency
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_int_free()

org springframework boot loader.

m huawe profiler mysal demo.controller
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Step 7 Check the NegativeWorkService#handle method. The cause is that database

insertion is performed in the loop.

Figure 7-14 Checking NegativeWorkService#handle

. DESIGNATION) "

'

Step 8 Change the configuration to batch data insertion to resolve the problem.
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Figure 7-15 Resolving the problem

handle(long count) t SQLException
0 EMPLOYEE(ID, NAME, DESIGNATION) "

prepareStatement(insertSQL);

ex:1, String.valueOf(count));
ex: 2, UUID.randomUUID().toString());
fex: 3, UUID.randomUUID().toString());

.executeBatch();

Step 9 Check the average response time. It is reduced from 80s to 0.2s.

--—-End
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Locating Out of Memory Problems Using
Profiler

Background
The container where a service is located restarts frequently. Based on self-
monitoring, full GC occurs frequently (about 20 times per minute) before each
restart.

Procedure

Step 1 Log in to the management console.

Step 2 Click — on the left and choose Management & Governance > Application
Performance Management.

Step 3 In the navigation pane, choose Application Monitoring > Metrics.

Step 4 In the tree on the left, click = next to the target environment.
Step 5 Click the Profiler Performance Analysis tab.
Step 6 Click Performance Analysis.

Step 7 Set Type to Memory, Code to All Code, and Group by to Method. It is found that
two methods occupy a large amount of memory.

Topology  ProfilerPerformance Analysis (8] URL  Info  Excepton  Call SQL  Cache Webcontainer  MessageQueue

Performance Analysis Compare Profiler List ~ Suggestions

‘apm2-apm-alarm-777466bd-8b7pc(3 3) X ~ Mar 25, 2025 16:41 GMT+08:00 — Mar 25, 2025 17:01 GMT+08:00 © Custom v | C

Type  Allocated Memory v Code All Code ~  Groupby Method

Method Path Self &= Total i=

Jjava lang Thread.run()
Jjava.util.concurrent ThreadPoolExecutor$Worker.run()

java.util Arrays.copyOfRa... [7.61 7.61

java.util. Arrays.copyOf(b... |6.41 6.41

org.mariadb.jdbc.internal.... | 3.37. 3.37.
. java.util. HashMap.newNo.... | 2.94 294
java.lang.StringUTF18.co... | 277 277

java.lang.StringLatint.tc... |275 275
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Step 8

Step 9

Step 10

Solution

In the Method Path column, find the call stack of the method based on the
method name, and find the service code that calls the method.

Locate the target service code block. A cache is used to store information about
each instance. Check the calling of the SQL statement through self-monitoring. It
is called 100,000 times per minute, which further proves that the cache is
ineffective.

During instance information querying, the system first queries the cache. If the
information cannot be found in the cache, the system queries the MySQL
database. After the instance information is queried, it is stored in the cache to
prevent frequent access to the database.

Check the code. The cached key is a class that does not override the equals and
hashCode methods. Therefore, when the cache obtains the value based on the
key, whether the key exists in the cache is determined based on the key address.
The key address transferred each time is different. Therefore, the system cannot
find related information in the cache and needs to query the MySQL database. It
frequently stores the queried information to the cache, causing out of memory.

--—-End

Override the equals and hashCode methods for the class that is used as the key.
This class has the UUID attribute. Different instances have different UUIDs.
Therefore, whether two instances are the same can be determined based on UUID.
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Encrypting AK/SK for Deploying an APM
Agent in a CCE Container

Background

When an APM Agent is deployed in a CCE container, the AK/SK must be encrypted
for security purposes.

Procedure

Step 1 Generate a JAR package that contains the decryption method. Assume that the
JAR package name is demo.jar, the built-in decryption class is
com.demo.DecryptDemo, and the decryption method is decrypt (which is a static
method). Then pack the JAR package into an image and upload it to the image
repository. To obtain an access key, see Access Keys.

Step 2 Add the initContainer attribute to the CCE deployment YAML file.
Example:

1. The address of the image uploaded in step 1 is swr.cn-
north-5.myhuaweicloud.com/hwstaff_pub_apmpaasw3/decrypt:v2.

2. The decryption class name is com.demo.DecryptDemo. The decryption
method is decrypt.

The following shows initContainer. Replace the information in bold.
initContainers:
- name: init-secret
image: swr.cn-north-5.myhuaweicloud.com/hwstaff_pub_apmpaasw3/decrypt:v2
command:
- /bin/sh
-'-c
- cp /root/com.demo.DecryptDemo.jar /var/init/secret/apm-javaagent/ext; sed -i 's
%#decrypt.className=.*%decrypt.className=com.demo.DecryptDemo%g' /var/init/secret/apm-
javaagent/apm.config; sed -i 's%#decrypt.methodName=.*%decrypt.methodName=decrypt%g' /var/
init/secret/apm-javaagent/apm.config;
resources:
limits:
cpu: 100m
memory: 100Mi
requests:
cpu: 100m
memory: 100Mi
volumeMounts:
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- name: paas-apm2
mountPath: /var/init/secret
By adding initContainer, you can copy the JAR package to the apm-
javaagent/ext directory and modify the configuration file.

Step 3 Obtain an AK/SK from the APM console, encrypt the SK, and replace the AK/SK in
the YAML file.

W
APM Settings
Probe Disable m APM 1.0
Probe Version 2 rnn v ~

For probe version capabilities, please refer fo the release notes.  Vlersion Descripfion

Probe Upgrade Policy Auto upgrade upon restart

APM Environment Optional

APM App af s ~ | (3 You can Create APM Application [ and then click refresh.

Sub-app Optional

acosss Key K T——— Replace it with the encrypted SK.
SK. | sesssssssssssssnssnsssssissinan ¢ i)

The access key has been automatically obtained. You can go to APM console [ to view the access key details.

Step 4 Save the configuration and upgrade the CCE instance.
----End
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Suggestions on APM Security
Configuration

This section provides guidance for enhancing the overall security of APM. You can
continuously evaluate the security of APM and combine different security
capabilities to enhance overall defense. By doing this, stored data can be protected
from leakage and tampering both at rest and in transit.

Consider the following aspects for your security configurations:

e Properly Using APM Access Keys and Encrypting Them
e Granting User Permissions Using Access Control Capabilities
e Protecting Privacy and Sensitive Information Through Data Masking

e Using the Latest Agent for Better Monitoring Experience and Security
Capabilities

Properly Using APM Access Keys and Encrypting Them

1. Keeping APM access keys secure and changing them regularly

Access Key ID (AK) and Secret Access Key (SK) are your long-term identity
credentials. Agents report data with an AK. An AK is used together with an SK
to sign requests cryptographically, ensuring that the requests are secret,
complete, and correct. Keep your access keys secure. You can also create,
delete, and disable access keys on the Access Keys page.

2. Using custom functions to encrypt authentication information

To better protect your identity authentication information, APM supports
custom encryption for keys. You can customize a function to encrypt an AK/SK
and place the decryption function in the specified directory of an Agent.
When a service is started, the Agent uses the custom decryption function to
parse the key, protecting privacy and preventing identity authentication
information leakage. For details, see Access Keys.

Granting User Permissions Using Access Control Capabilities

1. Granting IAM users with different roles to prevent data leakage or
misoperations caused by excessive permissions

To better isolate and manage permissions, you are advised to configure
independent IAM administrators and grant them permissions to manage IAM
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policies. An IAM administrator can create different user groups based on your
service requirements. User groups correspond to different data access
scenarios. By adding users to user groups and binding IAM policies to user
groups, the IAM administrator can grant different data access permissions to
employees in different departments based on the principle of least privilege.
For details, see Login Protection and Login Authentication Policy.

Using enterprise projects to isolate services logically

After creating IAM user groups for employees, you can create enterprise
projects on the Enterprise Management console and grant permissions to the
user groups in the enterprise projects to implement personnel authorization
and permission control. You can create enterprise projects. Then you can
manage resources across different regions by enterprise project, grant
different permissions to user groups, and add them to enterprise projects. For
details, see Creating a User and Granting Permissions.

Protecting Privacy and Sensitive Information Through Data Masking

When a service request includes sensitive information, you are advised to use the
data masking function. On the data masking page, create masking configurations
for your components. The platform will then replace sensitive information in traces
with a globally unique random character string (Hash code mode) or a fixed
number of asterisks (*) (Mask mode). After the configuration takes effect, you can
go to the tracing page to view the trace details.

Using the Latest Agent for Better Monitoring Experience and Security

Capabilities

Regularly update your Agent versions for better monitoring experience and
security capabilities. To download the latest Agent, see JavaAgent Updates.
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